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CHAPTER III 

The meaning of superstructures 

3.1. Introduction.  

We introduce a notation for superexponentiation, sometimes called hyperoperations, which we 

call suoperators, and some matrix representations we use in developing superstructural algebra. 

When objects, say matrices, are operated on by suoperators then such ordered and bracketed 

expressions are called sunomials, or suvarieties when they satisfy an equation. We give 

examples, those of Dw type, and a canonical representation of sunomials, including those of 

singularities. We introduce the language of category theory and nonassociative superstructures 

within a similar framework, give an account of functors, which define mappings between 

categories, universals, adjoint functors, generalise toposes, in turn a generalisation of sets, look 

at Ξ category theory, which allows suobjects with 1Ξ(a) = a, and investigate superstructural 

extensions of these ideas. 

3.2. Notation. 

We will extend the operations +, which we will write as 1| or as a word “onesu” and speak as 

“onesoo”,  written as 2| or “twosu”, exponentiation  as in a  b more usually written as ab, 

and written with 3|, and a general nth suoperator n|.   

Usual notation Suoperator notation 

a + b a 1|b 

ab = a  b a 2|b 

ab = a  b a 3|b 

area of sphere = 4πr2 area of sphere = 4 2|π 2|(r 3|2) 
 

We note the following points. An nth suoperator generates an (n + 1)th suoperator by induction. 

Then 

 a + a + a ... + a (m terms) = am 

 (...((a  a)  a) ... ) (m terms) = a 4|m, 

where all the brackets are collected together from the left, or as we say, are nested on the left, 

so that, for instance for +, given by 1| 

 (...((a 1|a) 1|a) ... ) (m terms) = a 2|m, 

a general case being 

  (...((a n|a) n|a) ... ) (m terms) = a n + 1|m. 

So we have introduced n| to indicate nesting on the left, for example 

(((a n| b) n| c) … n| d)  a n| b n| c … n| d. 

We introduce an alternative notation for the above, which is intended to be used sparingly, for 

example when n is a complicated expression, for emphasis, removing ambiguity, or calculation 

rather than display. This is 

<n| for n|. 

For nesting on the right, we introduce a completely analogous notation, including suone, etc. 

(a |n … (b |n (c |n d)))  a |n ... b |n c |n d, 

and the equivalent non-superscript notation containing say ah |n> bh+1. 
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Just as for complex numbers where we can represent the 

(a, b) pair of real and imaginary components as vectors 

in what is called an Argand diagram, we can also have 

a 4-dimensional diagram representing what I call an 

intricate number 

 

3.3. Intricate and hyperintricate numbers. 

A complex number, represented by g = a1 + bi, where i = √−1, can also be represented by 

1 = [
1 0
0 1

],  i  = [
0 1
−1 0

], 

where we may multiply the matrix, say 1, by a to form the matrix 

 a1 = [
a 0
0 a

].                                              

Here a1 is the real part and bi the imaginary part of the complex number, with i2 = -1. This 

representation follows all the rules for a field, given in chapter III section 4, which defines the 

rules for addition and multiplication, including the existence of a multiplicative inverse g-1 of 

a nonzero complex number, satisfying gg-1 = 1, with 

 g-1 = (a1 – bi)/(a2 + b2). 

If we wish to extend this algebra to include all possible 2  2 matrices with real elements, then 

we can introduce two more basis elements – the actual matrix  

  = [
1 0
0 −1

] 

and the phantom matrix  

 = [
0 1
1 0

]. 

 

 
 

 

 h = a1 + bi + c + d. 

Vectors v1, v2, ... vn are linearly independent if there are no coefficients a1,a2, ... an, not all zero, 

satisfying 

 a1v1 + a2v2 + ... anvn = 0. 

The intricate basis elements are linearly independent. 

An intricate number can represent uniquely any real 2  2 matrix. We will show, and in chapter 

II extend the ideas below to n  n matrices, that a 2  2 real matrix  

            A = [
p q
r s

] 

does not have an inverse if its determinant det A = ps – rq = 0, in which case it is called a 

singular matrix. Except for zero, all complex numbers have multiplicative inverses. We will 

see in contrast that nonzero intricate numbers may have no multiplicative inverse. 

In more detail, the matrix above has the intricate representation 

 h = a1 + bi + c + d 

    = ½(p + s)1 + ½(q – r)i + ½(p – s) + ½(q + r).     (1) 

The intricate conjugate is (a1 – bi – c – d). If the multiplicative inverse exists, it is 

h-1 = (a1 – bi – c – d)/(a2 + b2 – c2 – d2), 

so the denominator is non-zero. This denominator is the determinant, because from (1) 

 a2 + b2 – c2 – d2 = ¼ [(p + s)2 + (q – r)2 – (p – s)2 – (q + r)2] = ps – rq.   (2) 
 

 

 

           bi                        (a1, bi) 

 

            

 

                 

                0                   a1   

          Argand diagram 
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Intricate multiplication is related to the symmetries of a square. In diagrams we will call a 

line              of the following type on the left a diagonal 

                            0                                                    0    

 

and a line of the type on the right an antidiagonal. If 0 is the origin of the coordinate system, 

the diagonal at an angle of 3π/4 radians anticlockwise from the right horizontal axis, and the 

antidiagonal at π/4 radians pass through it. 

 

We can represent the group of the symmetries of a square by intricate basis elements. We can 

represent i = [
0 1
−1 0

] as a rotation of the square anticlockwise by π/2 radians 

   b              a             a               d 

          i 

 

   c               d            b               c 

 = [
1 0
0 −1

] as a reflection about the horizontal axis 

   b              a             c               d 

           

 

   c               d            b               a 

and  = [
0 1
1 0

] as a reflection about the antidiagonal 

   b              a             d               a 

           

 

   c               d            c               b 

Since i2 = -1, we have the two rotations of i 

   b              a             d               c 

          -1 

 

   c               d            a               b 

which is a combined diagonal and antidiagonal, or equivalently a combined horizontal and 

vertical reflection. 

Then we can represent these formulas by the group multiplication table 

  

 

  

 

 

 

and extend the table for multiplication by the further elements -1, -i, - and -.  

Composite basis elements are obtained from other basis elements using operators like + and  

and satisfy the same formal properties as the original basis elements.  

Multiplicatively, let J2 = –1, A2 = 1 and F2 = 1, where we put 

 J = qi + r + s, 

 1 i   

1 1 i   

i i -1 -  

   1 I 

  - -i 1 
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A = bi + c + d, 

F = ei + f + g, 

and we allocate 

 AF = J.          (4) 

Since J does not have a real part, it follows from the relations 

 –be + cf + dg = 0, (real part) 

 cg – df = q, (i part) 

 bg – de = r ( part) 

and 

 –bf + ce = s ( part) 

that 

 AF = –FA = J.          (5) 

Multiplying (4) on the left by A 

 F = AJ, 

and multiplying on the right by F 

 A = JF. 

Correspondingly, multiplying (5) on the right by A and the left by F gives 

 F = –JA, 

 A = –FJ, 

and we have established an equivalence of algebras for the ‘JAF’ basis 

J  i,  

A    

and  

F  .  

We now show how to construct hyperintricate numbers and demonstrate their properties. 

The sum of two m  m matrices A and B, with elements for A given by aij, where i is the ith 

row and j is the jth column, and for B by bij, is the matrix C where 

 C = cij = aij + bij. 

The corresponding product D is 

 D = dik= AB = ∑ aijbjkj , 

where ∑ indicates summation, in this case over the variable j. This is the generalisation of a 

matrix product already given in 1.5 for 2  2 matrices. We seek to develop this idea within an 

extended framework already given for these intricate numbers. 

We can define n-hyperintricate numbers recursively, by building up starting from intricate 

ones. Consider a 2n  2n matrix. Let “+” be a chosen 2n-1  2n-1 matrix which is a hyperintricate 

basis element of lower dimension, for example an intricate basis element 1, i,  or . Let “–” 

be the corresponding matrix with all negative entries from “+”. Consider the set of 2n  2n 

hyperintricate basis elements, where an intricate number has “+” = 1, “–” = –1 
 

 [
+ 0
0 +

],   [
0 +
− 0

],   [
+ 0
0 −

],   [
0 +
+ 0

]. 

 

Any 2n  2n matrix can be represented uniquely by a linear combination of these. 
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A j  j matrix may be extended both right and below with zero entries to give a larger 2n  2n 

matrix, or main diagonal entries of 1 may be substituted here. By this means matrix theorems 

may be expressed hyperintricately. 

I now introduce some notation. I will do this by giving examples of 4  4 matrices (these are 

quaternions, discussed later). Write 

          11 = [

1 0
0 1

0

0
1 0
0 1

],     i =  [

 0 1
−1 0

0

0
0 −1
1  0

],                

                                                                                                                                  

          i1 = [
0

1 0
0 1

−1  0
  0 −1

0
],      i = [

0
  0 1
−1 0

  0 1
−1 0

0
]. 

 

So “+” corresponds with the subscript, which will be described as an example of a layer, for 

example in i. A memory aid is ‘subscripts are the little part’.                                                                                                                
 

If in general each of the 16 real 4  4 matrices are represented by e.g. i = AB, then 

 (AB) + (AC) = A(B + C), 

 (AB) + (CB) = (A + C)B, 

 (AB)(CD) = (AC)BD, 

A -B = –(AB) = (–A)B.         (3) 

For further nesting of matrices, consider instead of stepping down a further layer, introducing 

(possibly) a comma, thus: AB,C, so that  matrix multiplication becomes 

 (AB)CD,EF = (AC,E)(BD,F). 

The layers of a basis element mn ... p, are the vectors m, n, ... p, and its layer dimension is the 

number of layers.  

 

We define an n-hyperimaginary number to be an n-hyperintricate number with each layer 

restricted to the set {1, i}. We can also define hyperactual numbers, with elements of {1, } in 

all layers and hyperphantom numbers with all layers  {1, }. Hyperactual and hyperphantom 

number are not members of a field. This arises because (1 + ) and (1 + ) have determinant 

zero, and so have no inverse and (a11 + bii) has inverse (a11 – bii)/(a
2 – b2), which does not 

exist for a = b.  

Intricate and hyperintricate numbers appear in four ways – as scalars, satisfying a non-

commutative algebra, as vectors with a linearly independent basis,  as matrices – where the 

first instance is intricate numbers, and in the hyperintricate case, say as the object similar to a 

tensor, mn,p, where m, n and p are vectors.  

The quaternions are extensions of the complex numbers with 3 ‘imaginary’ – or quaternionic 

– parts. So we can represent a quaternion by 

a1 + bi + cj + dk 

where  

12 = 1, i2 = j2 = k2 = -1, 

 1i = i = i1, 1j = j = j1, 1k = k = k1, 

 ij = k = -ji, jk = i = -kj, ki = j = -ik       (1) 

and the inverse is 

(a1 – bi – cj – dk)/(a2 + b2 + c2 + d2).       (2) 
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This (1, i, j, k) basis is representable by four hyperintricate numbers – in fact the previously 

given 11, i, i1 and i. An alternative representation, under swapping of layer levels, is 11, i, 1i 

and i. Some other representations are 111, i, i and i or 11111, i11, iii and iii.  

We can obtain an inverse of a hyperintricate matrix using a descending chain of such matrices 

which terminate at intricate numbers, where we obtain the inverse directly. If a block diagonal 

of a 2-hyperintricate number is 1Я1 + Я2, where Я1 and Я2 are intricate numbers, then we have 

represented by the matrix 

 [
A 0
0 D

] 

that A = Я1 + Я2 and D = Я1 – Я2, similarly an antidiagonal Я3 + iЯ4 for the matrix 

 [
0 B
C 0

]  

gives B = Я3 + Я4 and C = Я3 – Я4. 

 

Let A, B, C, D, X, Y and Z be square matrix sub-blocks of the same arbitrary size, and 1 be the 

unit diagonal matrix. Then since 

[
A B
C D

] = [
A 0
0 1

] [1 A−1B
C D

],        (1) 

where we can also write 

 [
A B
C D

] = [
A 0
0 1

] [1 A−1BD−1

C 1
] [
1 0
0 D

],      (2) 

we obtain from the definition of the column expansion of a determinant 

 det[
A B
C D

] = (det A)(det (1 – CA-1BD-1))(det D).     (3) 

D – CA-1B is known as the Schur complement of A. 

Equation (2) implies when D and A can be inverted 

 [
A B
C D

  ]
−1

= [
1 0
0 D−1

] [1 A−1BD−1

C 1
]
−1

[A
−1 0
0 1

]. 

We can obtain the block inverse (multiply by its non inverse to check)  

[
1 X
Y 1

  ]
−1

=  [
1 −X
−Y 1

] [
(1 − XY)−1 0

0 (1 − YX)−1
], 

which does not exist when X is the inverse of Y, so putting X = A-1BD-1 and Y = C, by this 

algorithm of Boltz-Banachiewicz [2Be09] the inverse of the matrix  

 [
A B
C D

], 

given by 

 [
E F
G H

],  

when invertible in this way satisfies in terms of A-1 and the inverse Schur complement  

 E = (A – BD-1C)-1 = A-1 + A-1B(D – CA-1B)-1CA-1, 

where we have used with Z = BD-1C, 

 (A – Z)-1 = A-1(1 + Z(A – Z)-1), 

the remaining entries being 

 F = -(DB-1A – C)-1 = -A-1B(D – CA-1B)-1, 

 G = -(AC-1D – B)-1 = -(D – CA-1B)-1CA-1, 

 H = (D – CA-1B)-1. 
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There exist other solutions by similar methods, to be found in [2Be09] pages 117-118, not 

directly obtainable by the previous formulas, for instance when det A = 0, with other non-

singular combinations involving A, B, C and D. 

 

Thus for n-hyperintricate numbers this operation can be defined recursively.  

 

We can define the hyperintricate conjugate X* of a hyperintricate number X by the formula 

 XX* = det X, 

and this works for an equivalence class of X* when X is singular, otherwise 

X* = X-1 det X.   

 

3.4. The J-abelian property. 

An intricate number p1 + qi + r + s = p1 + JK satisfies 

 (qi + r + s)2 = (qi  r  s)2 = –q2 + r2 + s2.  

 

When J2 = 0 we obtain for J the parameterisation 

 e[i  cos   sin ],        (1) 

when J2 = –1 

cosh i  sinhcos   sinhsin ,      (2) 

and when J2 = 1 

sinh i  coshcos   coshsin .       (3) 

Extensions of this idea will be used to describe nonassociative algebras, where there are a 

number of different J which anticommute. Such algebras are to be found in chapter IV, the 

tribbles satisfying J2 = 0, the zargonions of type J2 = –1 and the tharlonions of type J2 = 1. 

An n-hyperintricate number is J-abelian if U, V, ... W are intricate numbers for the layers of 

the n-hyperintricate number ΣUV...W, where for each layer the value of J is constant (but J can 

vary over different layers), J is not real and J2 = 0 or 1.  

 

The n-hyperintricate representation has 4n independent components, but the number of 

independent components in a J-abelian n-hyperintricate number UV...W is less for n > 1. 

 

3.5. Dw exponential axioms  

The idea of Dw exponential algebras was discovered in an examination, and was developed 

further in the 1980’s, but not published until recently in Superexponential algebra. These are 

used in Volume III, chapter V, to give the first proof of the general Riemann hypothesis. 

The imaginary number i is defined multiplicatively 

 i2 = –1. 

Further, we can introduce multiplication with a real number b satisfying 

 ib = bi, 

and introduce a real number a which can be added to bi 

 a + bi, 

so that we can say the complex number a + bi satisfies the additive and multiplicative axioms 

for a field. In what follows, we will assume that complex numbers satisfy these axioms. 
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When we want to introduce exponentiation for complex numbers, there is a standard way of 

doing this, but we will find that other scenarios are possible. Indeed, we have leeway to give 

axioms for complex exponentiation which are more general than the standard, but which 

include the standard axioms as a special case. These are called Dw exponential algebras, where 

w is a parameter. When w = 1, 2, 3 or 4 these algebras were introduced to avoid inconsistency 

problems with complex exponentiation. When w = ±i, these algebras were introduced by David 

Bohm with the suggestion that they could be used to solve the Riemann hypothesis. When w = 

+i, the Bohm algebra is the classical one, but when w = –i the algebra gives different results. 

The rationale for the inclusion of Dw exponential algebras in the study of the zeros of the 

Riemann zeta function, is that the zeta function is independent of the w parameter, and this 

gives sufficient information to solve the Riemann hypothesis. 

We will first speak of consistency problems. Originally the idea was to identify  

(ii)4 = (i4)i = 1i = 1,  

so 

 i
i = √1

4
 = 1, –1, i or –i. 

However, under suitable axiomatics, if ii = 1 then 

 −i =  i−1 = i(i
2) = (ii)

i
= 1i = 1, 

if ii = –1 

 −i =  i−1 = i(i
2) = (ii)

i
= (−1)i = i

i
i
i = 1, 

if ii = i 

 −i =  i−1 = i(i
2) = (ii)

i
= ii = i, 

and if ii = –i 

 i =  −i−1 = (iii)(i
2) = (iiiiii)

i
= ii = −i, 

so all the allocations are inconsistent. 

Moreover, conventionally 

 ii = (e
π

2
i)
i

= e−
π

2, 

and further since for n an integer 

 (e
π

2
i)  = (e(2nπ + 

π

2
)i) 

on equating values of ii we appear to have 

 (e−
π

2)  = (e2nπ − 
π

2), 

which was the reason for introducing Dw exponential algebras for integer w in the first place, 

where these multivalues do not occur.  

The usual approach is to select always a fixed value of n, although unusually it is possible to 

select an equivalence class for all n, which is clearly not the standard number system, in 

particular for a field. The value n = 0 is called the principal value. Thus, for example, we can 

use principal values for logarithms. 

 

The idea of Dw exponential algebras is to set 

(ec)d = ecd           

(eic)d = eicd           

(ec)id = eidc           

(eic)id = ewidc, 
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so when w = 1, 2, 3 or 4 

 ii = (e
π

2
i)
i

= ewi
π

2  

and does not equal e−
π

2.  

This idea was communicated via a friend, Ebrahim Baravi, to the physicist David Bohm, who 

suggested w = ±i, and that this allocation has implications for the Riemann hypothesis. It does, 

which initially I rejected but that I realised is so decades later. It is used in our first proof of 

this theorem. We will see that w = ±i gives two pieces of information that confirms the Riemann 

hypothesis. I am not clear how David Bohm came up with this idea. It is interesting to speculate 

whether he was in contact with the mathematician Alexander Grothendieck. 

 

3.6. Dw suoperator axioms. 

For n > 2 in the simplified version the exponential operations for suoperator Dw algebras we 

specify as satisfying the rules for a field and 

(ai)|n b = (a)|n ib, 

(ai)|n ib = (aiw)|n b, 

and for left nesting  

(a) 
n|b = a(<n-1|b), 

(ai) 
n|b = ai(<n-1|b), 

(a) 
n|ib = ai(<n-1|b), 

(ai) 
n|ib = aiw′(<n-1b), 

where in general w ≠ w′, and these may be complex numbers.  

For matrices in the simplified intricate representation we employ the following assumptions. 

(1) The binomial theorem applies. This means an intricate expression in JAF format 

 (a + bJ + cA + dF)(h + jJ) 

is evaluated as 

(a + bJ + cA + dF)h.(a + bJ + cA + dF)jJ, 

where a, b, c, d, h and j  𝕌. 

(2) We emphasise that the upper component enclosed in brackets, (h + jJ), is formed by 

converting to intricate JAF format specifically for J, and the lower term in JAF format, being 

(a + bJ + cA + dF), includes the same term J. 

This is because for intricate i, ,  

 ap1 + (qi + r + s)t  ap1.aqti.art.ast, 

but with J2 = (qi + r + s)2 = (-q2 + r2 + s2) = 1 or 0, 

ap1 + tJ = ap1.atJ. 

(3) We form the ‘lower algebra’ evaluation of JAF exponentials: 

 JJ = J, AJ = A and FJ = F. 

Once chosen, this evaluation is unique, including for intricate terms like 

(a + bJ + cA + dF)↑[(f + gJ)(h + kJ)].  
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We can generalise these features, not only hyperintricately.  matrix wjk with j, k = 1 to 4 can be 

defined so that 

 [∑ aii Ji] ↑ [∑ aj
′

i Jj] = ∏ [(∑ aii Ji) ↑k (wjkaj
′Jj)] 

where in the intricate case Ji and Jj vary over 1, J, A, F. We expect when j = 1 that wjk = 1. The 

wjk may be expressed and related dependently by suvariety relations. This can be extended to 

a general format where ↑ is replaced by the suoperator n| or |n, and matrix operations are 

replaced by matrix suoperations.   

  

3.7. Crude suoperators. 

A polymagma maps from p copies of M 

 (M  M  ...  M)   m    M        (1) 

where the mapping is enclosed within M. We will not necessarily allocate M as a set. If M is a 

finite set, its n elements m1, m2, ... , mn connect the p-fold product of (1) in a mapping from np 

→ n states. We will assume the elements m1, m2, ... , mn can be provided with an ordering. 

We do not assume  

 m(M  M  M)  = m(m(M  M)  M) 

or 

 m(M  M  M)  = m(M  m(M  M)), 

since the products on the right combine 

 (M  M)  m   M         (2) 

and then we compose from the codomain of (2)  

 (M  M)  m   M          

so that the number of possible states from which the mapping m is derived is given by n2, which 

maps n2 → n, whereas  

 (M  M  M)  m   M         (3) 

maps n3 → n, which in general is a mapping of more states. 

The polymagma may be represented by a hypercube of length n and dimension p describing 

bijectively the states of the codomain of the polymagma. 

A polymagma where the codomain satisfies 

 m(m(M  M)  M) = m(M  m(M  M)) 

will be called associative, and when for (M  M  M) the codomain is given by one of 

 m(m(M  M)  M) ≠ m(M  m(M  M)), 

it will be called nonassociative. When for example  

m(M  M  M) ≠ m(m(M  M)  M) 

and  

m(M  M  M) ≠ m(M  m(M  M)), 

we will refer to a crude (3-dimensional) polymagma. 

We wish to introduce suoperators for n < 1. In the implementation we will give, all terms in an 

expression are significant in its evaluation, independently of local bracketing. For n = 0, we 

start off by defining  

a 0| a 0| a ... 0| a (m terms) = a 1| m = a + m, (1) 

so that 

a 0| a = a + 2, (2) 

with 

(((a 0| a) 0| a) ... 0| a) (m terms) = a + 2(m – 1),  (3) 
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(a 0| ... (a 0| (a 0| a))) (m terms) = (m – 1)a,  (4) 

giving for m terms 

(((a 0| a) 0| a) ... 0| a) + (a 0| ... (a 0| (a 0| a))) 

= a 0| a 0| a ... 0| a + (m – 1)a + m.  (5) 

The neutral element for the 0| suoperator satisfies 

a 0| a = a,  (6) 

that is 

a + 2 = a.  (7) 

We have an implementation for this, arithmetic (mod 2), but now all a are neutral elements. 

We can, however, define 0| for a crude polymagma, with the m-fold operation defined by (1), 

and similarly for the equivalent suoperator |0. We now express a 0| a 0| a ... 0| a (m terms) as  

          [∑ (
a

m
)m

r=1 ] + m = ∑ [(
a

m
) +  1]m

r=1 .  

If we now interpret a1 
0| a2 

0| a3 ... 
0| am (m terms) as ∑ [(

ar

m
) +  1]m

r=1  then  

          a 0| b = (
a

2
) + (

b

2
) +  2.                                                                                     (8) 

Similarly 

a -1| a -1| a ... -1| a (b terms) = a 0| b = (
a

2
) + (

b

2
) +  2, (9) 

thus when b = 2 

          a -1| a = a 0| 2 = (
a

2
) +  3, 

and again we interpret 

          a -1| b = (
a

4
) + (

b

4
) +  3, 

so that  

          a1 
-1| a2 

-1| a3 ... 
-1| am (m terms) = [

1

2
∑ (

ar

m
)m

r=1 ]+ 
m

2
+ 2, 

and in general 

          a1 
–n| a2 

–n| a3 ... 
–n| am (m terms) = 

1

2n
[∑ [(

ar

m
) +  1]m

r=1 ]+ ∑ (
1

2r−1
)n

r=1 + n.   

  

3.8. Zargon suoperators. 

The sequence of suoperators we have introduced is an additive sequence defined by the 

successor s(n) = n + 1 of the Peano axioms. We have defined suoperators for negative n. We 

can define suoperators multiplicatively consistent with addition, and also suoperators defined 

suoperatively. 

When we develop multiplication, in order to close the algebra we define complex numbers. 

Thus we can define suoperators with n belonging to complex numbers, and for n a zargonion, 

introduced in chapter IV. This more varied structure we call a zargon suoperator. Dw zargon 

suoperators are studied in chapter XI. 

 

3.9. Nonassociative representations of sunomials. 

To construct a method of looking at suoperators so that their nonassociative features can be 

dealt with in a more familiar way, in order to do this we see that (a n| b) n| d and c n| (e n| f) are 

examples of the more symmetrical (a n| b) n| (e n| f) = c n| d. We describe this representation as 

canonical form. If we treat in the first case a n| b as a mapping Ga × Gb → Gc and the second 
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case as Ge × Gf → Gd, then the total mapping is Gc × Gd → Gh. If the number of elements of Gx 

is n(Gx), the mappings in the last case can be represented by a suoperator table of n(Gc) by 

n(Gd) = n(Gc)n(Gd) elements.  

This suoperator object can be extended. Firstly, all suoperators on variables are expressed in 

terms of their n| suoperators in the above form. Then treating this suobject as a new variable, it 

can be extended to a new canonical form involving the |n suoperator. Finally, each occurrence 

of the variable n in this construction are applied to the suoperators n-1| and |n-1, and inductively. 

Notation 3.9.1. Denote the sunomial Om by a sunomial in canonical form, where |n takes 

precedence over n|. Denote mO as a sunomial in canonical form where n| takes precedence over 

|n. If a number of sunomials are referenced, denote them with m replaced by a lower case letter 

or small caps letter.   

We can then apply suoperator algorithms to determine the structure of suvariety objects. Thus 

the variable xk and the operators k| and |k for k = {1, 2, ... , n} define suoperator functions 

 k → f(k) 

which determine the values of the xk under k| and |k. 

Of course, we do not have the standard identity as we do in group theory, for example 1 ↑ a = 

1 = a ↑ 0, but apart from this we do have a group multiplication table. If we adjoin to the 

elements a, b etc. the number Ξ(a) then we do have 

 a ↑ 1 = a = 1 ↑ Ξ(a),         (1) 

so here we have introduced an operation for ↑ extended to Ξ operations when this acts on 1. 

By the strict transfer principle 1 ↑ a𝝮𝕄t = 1. We have introduced ladder algebra so far only for 

fields, so we might wish to find another proof involving exponentiation. But 1 ↑ c = 1 for c ∊ 

𝕄t+1 and c is greater than any number in 𝕄t, so the result follows for 𝕄t.  Since 1 ↑ Ξ(a) is 

greater than this, the introduction of Ξ(a) creates a higher infinity than can be obtained from 

ladder algebra.  

The suoperator table in general corresponds to 4m parenthesis arrangements. Writing (identity) 

for the suoperator identity object, a n| b can be given as four types: a n| b, (identity) n| b, a n| 

(identity′) and (identity) n| (identity′). This evaluation of a n| b can be represented by a 2 × 2 

matrix, and more generally expressions can be represented by 2m × 2m matrices, which can be 

given a hyperintricate representation.  

 

3.10. Interaction and descent of sunomial expansions. 

Let a and b be real numbers. For the left suoperator c = a n| b we introduce the left sulogarithm 

log<n|ac = b, and for a right suoperator c = a |n b the right sulogarithm loga|n>c = b.  

How can we represent (a ↑ b) ↑ c = (a ↑ (bc)) in terms of a ↑ (b ↑ d)? Then bc = b ↑ d, which is 

b.(b ↑ (d – 1)), so c = b ↑ (d – 1), or logbc + 1 = d. 

Suppose we have a supnomial mO in left precedence canonical form, or Om in right form. This 

can be represented entirely by left nested suoperators. We introduce a canonical form Яm = 

Я(mO) or Я(Om) in which all suoperators, left and right, are collected together so that Яm is 

reduced to canonical form in just left nested operators. Similarly, for these sunomials we 

introduce Rm = R(mO) or R(Om) is a reduced canonical form expressed entirely by right nested 

suoperators.  
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For real numbers a, b and c the binomial theorem state 

 

3.11. Sunorms and branching. 

Topologically, we wish to evaluate the size, or sunorm, of an explosion, and the number of 

ways the structure branches. 

Definition 3.11.1. For a real number j, a sunorm of a Dw superstructure e n|j, or respectively 

e|n j, consists of its real value. 

Definition 3.11.2. For a real number j and intricate basis element J, let the component of a 

superstructure be evaluated as e n|jJ or respectively e|n jJ. Then the left, or respectively right, 

branch number is the number of distinct values of this evaluation. 

  

3.12. Subsunomials and singularities. 

For an associative structure represented by an m × m matrix M, we have seen that there exist 

extensions to suvarieties. Looking at their additive and multiplicative parts, we note that there 

exist matrices K derived from M and determinants, or hypervolumes, L of M, satisfying 

 MK = L. 

When L = 0, a singularity occurs. This may be interpreted as the hypervolume of the matrix M 

defined by its row or column vectors contains linear dependencies between these vectors, 

which we can show in the diagrams 

 
 

 

 

 linearly dependent  linearly independent 
 

so that in the case of 2-space, only the linearly independent vectors define a nonzero area, and 

therefore a nonzero determinant, expressed as saying that the matrix is nonsingular. 

There are two distinct types of instance when the hypervolume is zero. The first occurs when 

the linearly dependent vectors define a sum which is the zero vector. This corresponds to the 

normal interpretation of a singularity. The second is when the space defined by the vectors is 

of lower dimension than the matrix M, but not the zero vector. This interpretation gives a 

structure to the singularity not available to the first type. 

For an n-dimensional space, there may be more than a decrement of one dimension to get a set 

of linearly independent vectors in that space. This can be found, since a 1-space, or scalar, is 

trivially linearly independent unless it is zero. 

The extension to suvarieties is that a singularity occurs when there is a linear dependency 

between its subsuobjects. 

In chapter II we have described the Euler characteristic for branched spaces as a polynomial. 

The natural extension is to define a suoperator Euler characteristic by a suvariety, and this 

forms a superbranched space. 
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Thus we have two models for superbranched spaces, the first is in topological terms as a 

branched space with a suoperator Euler characteristic, and the second is of a space where the 

suvariety defines a metric, or measure of distance, on the space. 

When we defined explosions, we had the space branching everywhere. This is extended to 

superbranched spaces. What happens is that superbranched spaces may have singularities. The 

metric, or distance, in this space is then zero at the singularity. We have the option now of 

defining the singularity so that it is a metrical subsuobject where a linear dependency between 

its subsuobjects has been found, and where for a lower dimension the subsuobjects are 

independent, or otherwise topologically it is a superbranched space of lower dimension.  

 

3.13. Suderivatives. 

For addition in a field we have met what we will call a neutral element 0, satisfying 

          a + 0 = a = 0 + a, 

and for multiplication a neutral element 1 with 

          a  1 = a = 1  a. 

For exponentiation, this is not commutative, so the left neutral element v and the right neutral 

element w differ: 

          a ↑ w = a ↑ 1 = a 

but 

          v ↑ a = ((a ↑ (1/a)) ↑ a) = a, 

so that the left neutral element v is (a ↑ (1/a)), and the right neutral element w is 1. 

There is the question of the value of the expression 00. For a field, 0-1 is not defined, and 

therefore neither is 01.0-1 = 00, but for a zero algebra 

         (a0)0 = (a0)1(a0)-1 = 1.    

 

A left neutral element, van, under a suoperator <n| satisfies 

          van 
n| a = a, 

where van is in general dependent on a, and a right neutral element for the suoperator <n| given 

by wan has 

         a n| wan = a, 

with similar cases for |n>. 

Then even in the nonassociative and noncommutative case we define the suoperator as 

satisfying a contravariant (order reversing) operation on a left inverse element aL
n 

          a n| aL
n = van, 

and for a right inverse aR
n   

          aR
n  n| a = wan.  

The difference operator acting on a function f(x) for fields is the expression 

          
f(x + δ) – f(x)

δ
, 

and the commutative and associative differentiable operator for fields is defined by 

          lim
δ → 0

f(x + δ) – f(x)

δ
 , 

where we define this to be the evaluation firstly of the numerator divided by the denominator, 

then all terms varying with δ ≠ 0 are suppressed. “Evaluation” here includes equating all δ / δ 

to 1, and “suppress”, which follows evaluate, includes setting all terms containing δ in positive 

powers to zero. If terms with δ in negative powers are set to zero, the derivative then specifies 

its convergent part. 
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For a suoperator <n|, with the limit tending to the left neutral element its analogue is 

          lim
δ → vδ n-1

[f(x <n–1| δ) <n–1| f(x)L
n−1]<n|δL

n,                                              (1) 

and for the limit tending to the right neutral element, the derivative is 

          lim
δ → wδ n-1

δR
n|n>[f(x)R

n−1|n–1>f(x|n–1> δ)].                                                 (2) 

For example we will look at the function f(x) = xx in the case n = 3. Then                                               

           f(xδ) / f(x) = 
(xδ)xδ

xx
= 

xxδδxδ

xx
. 

 

It is clear that in the limit δ → 1 this evaluates to 1. Thus in this example the left derivative 

given by equation (1) for f(x) = xx is 1. For the right derivative of equation (2) we have 

           lim
δ → 1

(11/δ) = 1, 

and thus in this case the left and right suderivatives are the same. A similar argument for the 

function f(x) = x or f(x) = 1 gives an n = 3 suderivative of 1. Thus in these cases of suoperators 

the derivative is trivial. 

As a second example, let us now choose n = 4. For the neutral elements  

          vδ3 = (δ ↑ (1/δ)), 
and 

          wδ3 = 1, 

whereas if δ = 1 

          vδ4 =  1, 

it is less than 1 if the absolute value of δ is less than 1 and is greater than 1 if the absolute value 

of δ is greater than 1, and 

          wδ4 = 1. 

Then 

          δ 2| 1 = δ  1 = δ = 1 × δ = 1 |2 δ, 

giving  

          δL
2 = (1/ δ) = δR

2 , 

and δL
3 satisfies 

          δ 3| δL
3 = δ ↑ δL

3 =  vδ3 = (δ ↑ (1/δ)), 
and in a similar way 

          δR
3  |3 δ =  wδ3 = 1, 

with 

          δR
3  =  1 ↑ (1/δ). 

Thus for instance the differential of equation (1) is evaluated in the case n = 4 as 

          lim
δ → δ ↑ (1/δ)

(f(x↑δ) ↑ –f(x))<4|δL
4,                                               

and this is non-trivial.  

Matrices A = aik and B = bik satisfy 

          A + B = aik + bik 

and 

          AB = ∑ aijbjkj . 

As in chapter XVII of Superexponential algebra, similarly we will say for n-suoperators that 

they satisfy 

          A <m| B = aik <m| bik, 

for m < n, and  

          A <n| B = <n–1|j(aij <n| bjk) 
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where <n–1|j indicates that the operation <n–1| combines aij and bjk in sequence over all values 

of j.  

We can now consider matrix sudifferentiation. Theorems on nonconformal suanalysis using 

these basic ideas will be developed in chapter XI 

 

3.14. Suintegration. 

3.15. The meaning and ideas of category and superstructure theory. 

There is a programme in mathematics to replace it by generalised transformations operating on 

generalised objects, such as groups, known as category theory, or according to some, abstract 

nonsense. Transformations arising in this theory are known as morphisms, but in the case of 

morphisms these are associative mappings, that is, for three morphisms r, s and t 

 r(st) = (rs)t. 
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We will generalise this idea to include morphisms which are not associative. We will define a 

generalised category with nonassociative morphisms as a superstructure. 

Another name for a transformation is a function, mapping or map. A mapping, map, function, 

transformation or morphism may be represented by arrows from each element in a set called 

the domain to an element in a set called the codomain, as in the following cograph diagrams. 

A function f: S  T is called injective (or one-to-one, or an injection) if f(a) ≠ f(b) for any two 

different elements a and b of the domain. It is called surjective (or onto) if f(S) = T. That is, it 

is surjective if for every element y in the codomain there is an x in the domain such that f(x) = 

y. The function f is called bijective if it is both injective and surjective.  

 

 

 

 

 

 

 

  injective function    surjective function 

These morphisms act together to form composite morphisms. A morphism f from, say, a set A 

to set B may be composed with a morphism g from the set B to set C. An element a of A linked 

by an arrow in f to the element b in B then continues as an arrow taken from b in B to element 

c in C. These arrows, in an analogy which is not inappropriate, are then composed to give the 

composite arrow h, shown diagrammatically below. 

 

            f           g 

 

    h 
 

The notation for these composite arrows does not normally read in the way one would expect 

from the above diagram, reading from left to right. In the cograph diagram, the domain was on 

the left and the codomain on the right. But historically a function f acting on a domain x was 

denoted, and is still denoted today, by f(x), with the domain on the right. This means when we 

compose functions, we write, unlike in the English language, from right to left. So two 

functions f and g composed together as above are written g(f(x)), or more usually since category 

theory deals only with associative objects where the brackets do not matter, gf(x). It is used to 

write the information in the diagram above, admittedly confusingly, as 

 h = gf or h = g∘f. 
This introduces cognitive difficulties in people like me who cannot process three successive 

morphisms in reverse order, so we adopt a left to right notation using an underscore 

h = f_g. 

Definition 3.15.1. A category consists of objects or nodes a, b, c, ..., arrows f, g, h, ..., and two 

operations 

 Domain, which provides each arrow f with an object a = dom f 

 Codomain, providing each arrow f with an object b = cod f. 
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These satisfy 

 Identity, which assigns an arrow ida = 1a to each object a, 

 Composition, assigning to each pair of arrows <g, f > with dom g = cod f, an arrow gf,  

called their composite,  

with the two properties 

 Unit law. For all arrows f, a → b and g, b → c 
  f_1b = f and 1b_g = g, 

so that the identity arrow 1b for an object b acts as an identity operation for composition, and 

 Associativity. For objects and arrows a
f
→ b

g
→ c

h
→ d 

f_(g_h) = (f_g)_h. 

We now give some examples of categories. 

mSet is the category of all sets, X, Y and arrows all functions X → Y. 

We have defined sets in chapter I, section 3, by modified Zermelo-Fraenkel set theory with the 

axiom of choice (mZFC), which allows the construction of the set of all sets without a 

contradiction arising from Russell’s paradox. So we do not require a theory which makes the 

distinction between the set of all sets, which is normally called a class, and other types of set. 

It follows that the categories for sets which we use do not make this distinction either. 

VctK is the category of all vector spaces, with arrows given by vector addition, and over a field 

K, scalar addition and scalar multiplication. 

VctK∗ is the category of vector spaces with base points, with arrows given by vector addition 

with base point, scalar addition and scalar multiplication. 

A dual (or opposite) map reverses all arrows. If the original function is injective, then some of 

the elements of the opposite map may not have values in the codomain, so this is not a function 

on elements. Likewise, if the original function is surjective, the opposite map for an element in 

its domain may have not one but a set of elements corresponding to this element in its 

codomain, and again it is not a function on elements. However, we can form categories in 

which dual morphisms are present, so these morphisms may not be functions on elements. For 

a category C the category Cop formed from it by dual morphisms is called the opposite category. 

Thus if f_g is a composite morphism in the category C, then g_f represents the same morphism 

in its opposite category Cop. In general, if a theorem can be expressed entirely in terms of 

categories, we expect a corresponding cotheorem with respect to dual morphisms. 

An inverse function (or fiber) of a bijective map x  f(x) is the map f -1: f(x)  x. 

Sets of numbers may be combined under operations like ‘+’ or ‘’ to form other numbers. 

A group can be thought of as not just as one operation acting on many elements, but also as 

one element with many operations. The formal properties are the same, shown below.  

 

     a     b 

   

The operations a, b and c, which we have called morphisms, obey the rules of composition 

writing left to right 

 ab  G, 

 a(bc) = (ab)c, 
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there is an identity operation 1 with 

 1a = a = a1 

and there exists a reverse operation a-1 satisfying 

 aa-1 = 1.  

 

Grp is the category of all groups. A group is a category with one object in which each arrow 

has an inverse under composition. 

Ab is the category of all abelian groups, for which in the notation above for a group 

 ab = ba. 

A generalisation of the idea of a group is a monoid. This drops the restriction occurring for a 

group that there is always an inverse present. Mon is the category of all monoids. 

From a commutative monoid M we can construct an abelian group called the Grothendieck 

group, K, of M. We will construct the Grothendieck group explicitly. 

Proof. Form the Cartesian product M  M, which we will describe using the pair of elements 

(m1, m2), we now define addition in M  M coordinatewise 

 (m1, m2) + (n1, n2) = (m1 + n2, m2 + n2) 

– the idea will be that the two coordinates (m1, m2) are to represent a positive part and a negative 

part, so this will correspond to (m1 – m2) in K. 

We next define an equivalence relation on (m1, m2) if for some element k of M, 

 m1 + n2 + k = m2 + n1 + k 

(the element k is necessary because the cancellation law does not hold in all monoids). Denote 

the equivalence class of (m1, m2) by [(m1, m2)]. Define K to be the set of equivalence classes. 

Then the identity element of K is [(0, 0)] and the inverse of [(m1, m2)] is [(m2, m1)], so K is an 

abelian group.  

A semigroup further drops the axiom for a monoid that there is an identity operation. 

Just as we can introduce a differential structure on polynomials, but the reverse operation, 

integration, over unspecified limits introduces an arbitrary constant, so the transformational 

description of objects given in category theory loses some of the information on objects, that 

is, we no longer keep the information on what the transformation is from. Our point of view is 

that transformations are transformations of states. The transformations then behave properly 

when the number of states is full, they may also behave properly when the number of states is 

empty, but when the number of states remaining is less than empty this may introduce 

problems, and the transformational structure may break down. 

It is further the case in practice, as we will see in chapter VI, that transformational structures 

between polynomial equations do not give full information on their solution when interpreted 

in terms of one operation, and this limits solutions in radicals by these means to equations of 

up to the fourth degree. A radical is a combination of terms obtained from operations in a field 

using nth roots. Wheel methods, however, which compare states of polynomials using multiple 

operations on many structures, give solutions to polynomial equations of arbitrary degree. 

Despite the limitation that categories do not deal with nonassociative transformations, the 

theory has many useful features which are appropriate to substructures of fields and matrices. 
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Fields have axioms usually satisfied by addition, subtraction, multiplication and division, 

although operations are not closed within fields, because dividing by zero there is not allowed 

(this leads to the inconsistency 1 = 0). Multiplication in fields is commutative 

 ab = ba, 

but in general matrices A and B are multiplicatively noncommutative 

 AB ≠ BA. 

A ring is a field without the rule that there exists a multiplicative inverse for all elements in the 

ring. We will assume here that a ring has a unit, 1. Rng is the category of all rings, and 

polynomials form a ring, which we often think of as commutative between their variables and 

their coefficients. The category of commutative rings we denote by cRng. 

In a similar way to a group, we can define cRng in terms of four objects, an abelian group 

corresponding to addition, where the morphisms in its category are its elements, provides the 

first. The second is a monoid corresponding to multiplication, bijective to its elements as the 

morphisms of the monoid. A ring satisfies rules connecting addition to multiplication and 

multiplication with addition. These are available since the ring has exponentiation, which can 

be induced by successive multiplications. Since a ↑ b exists, a ↑ 1 covers all a, and for fixed c, 

a ↑ (b + c) = (a ↑ b).(a ↑ c) so there is a map from addition to multiplication, which can vary 

over all c. The dual map from multiplication to addition is found by successive additions.   

By K* we will denote the multiplicative group of units, or invertible elements, of K. Since 0 

has no inverse in K, this example is not an invertible element. 

For each commutative ring K, the set MatK of all rectangular matrices with elements in K is a 

category. For each m × n matrix, the objects are natural numbers m, n, and each matrix M is 

regarded as an arrow M: m → n, with composition matrix multiplication. 

However we have seen that exponentiation ↑ is nonassociative in general 

 (A↑B)↑C ≠ A↑(B↑C) 

and this holds for extensions of the idea of fields, and for matrices. This needs to be highlighted, 

because the number of possible combinations of arrows, or maps, from a set with A elements 

to a set with B elements is BA, so clearly for mappings of maps (or morphisms of morphisms) 

 (C↑B)↑A ≠ C↑(B↑A). 

To distinguish a superstructure and a category, we introduce some modifications to names. 

Definition 3.15.2. A superstructure, which is nonassociative, consists of suobjects or sunodes 

a, b, c, ..., suarrows f, g, h, ..., and two operations 

 Domain, which provides each arrow f with an object a = dom f 

 Codomain, providing each arrow f with an object b = cod f. 

These satisfy 

 Identity, which assigns a suarrow ida = 1a to each suobject a, 

 Composition, assigning to each pair of suarrows <g, f > with dom g = cod f, a suarrow 

gf, called their composite,  

with the property 

 Unit law. For all suarrows f, a → b and g, b → c 
  f_1b = f and 1b_g = g, 

so that the identity suarrow 1b for an object b acts as an identity operation for composition. 
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If it unclear from the context whether, say an identity, belongs to a superstructure or a category, 

we may prefix a name describing an aspect of a superstructure by su, otherwise retaining the 

name used for a category. 

For mathematical structures derived from previously known ones, but dropping the associative 

rule, we prefix them by su. So we use the superstructure suGrp for sugroups, the superstructure 

suAb of all suabelian groups, suMon for the superstructure of sumonoids, etc.  

 

3.16. Functors. 

A functor applies equally to states and their transformations. Whereas this may be useful in 

some instances, we have already indicated that this condition is restrictive. More precisely, a 

functor is a morphism of categories, in the following way. 

Definition 3.16.1. A functor, also called a covariant factor, is a morphism of categories such 

that for categories C and D a functor T: C → D with domain C and codomain D consists of two 

functions, designated by the same letter: 

An object function T, which assigns to each object c of C an object T(c) of D 

An arrow function, T, assigning to each arrow f: c → c′ of C an arrow Tf: Tc → Tc′  
of D so that 

 T(1c) = 1Tc         (1) 

 T(f_g) = Tf(Tg).        (2) 

Anomalously, it is usual that composition of functors proceeds from left to right, with the same 

left to right notation for this. We adopt this. 

A functor is a contravariant functor if rule (2) is replaced by 

 T(f_g) = Tg (Tf).         (3) 

Thus contravariant functors reverse the order of the arrow functions whilst keeping the object 

functions. An alternative interpretation is that a contravariant functor reverses the order of the 

object functions in C to those in Cop whereas D remains (or respectively those of C and Dop), 

whilst keeping the order of the arrow functions. 

A simple example is that, for constant elements in a set, if arrow functions are defined by 

inclusion A ⊆ B ⊆ C, then the reverse arrow functions are C ⊇ B ⊇ A by restriction. 

Functors which are injective are sometimes called an embedding (or faithful) and surjective 

functors are sometimes called  full. 

The functor from a category Q to VctK, the category of vector spaces, is called a quiver. The 

vertices of Q are objects and the paths of Q are morphisms. A representation of Q is a covariant 

functor from this category to VctK. 

We will now give more examples of functors. 

For each set X, there exists the power set, P(X), of the set of all subsets of X. There exists a 

power set functor P: 𝐦Set → 𝐦Set with elements all subsets S ⊆ X, where an arrow f sends 

each element S ⊆ X to P(S) ⊆ P(X). It is a functor since P(1x) = 1PX and  P(gf) = P(g)P(f). 

A forgetful functor ‘forgets’ some or all of an algebraic structure. On sets, a forgetful functor 

M: 𝕄S(t) → 𝕄t acting on identity mappings of transfinite natural numbers assigns 
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 {m ∊ 𝕄t = m ∊ 𝕄S(t)} → 𝕄t 

  {m ∊ 𝕄t ≠ m ∊ 𝕄S(t)} → ∅. 

On operations, the forgetful functor F: 𝐆𝐫𝐩 → 𝐦𝐒𝐞𝐭 assigns to each group G its underlying set 

F(G), forgetting the multiplicative structure of the group. 

Definition 3.16.2. A morphism of functors between two functors S and T of C → D, sometimes 

called a natural transformation, also written left to right, is a function τ: S → T assigning to 

each object c of C an arrow given by  τ(c): S(c) → T(c) of D so that every arrow f: c → c′ in C 

satisfies the commutative diagram 

     c S(c)  
τ(c)
→  T(c) 

               f      S(f)          T(f)       (4) 

      
↓
c′

       
↓
S(c')

τ(c')
→  

↓
T(c')

 

The determinant of an n × n matrix M over a commutative ring K is a morphism of functors 

between cRng and Grp. In particular, if detK M is the determinant of the (square) n × n matrix 

M, with entries in the ring K with units K*, then M is non-singular when detK M is a unit, and 

detK is a morphism of the general linear group to K*: GLnK → K
∗. This is an arrow in Grp.  

These morphisms lead to a commutative diagram 

     K    GLnK    
detK
→     K∗ 

    f       GLn(f)                 f ∗       (5) 

                  
↓
K′

            
↓

GLnK′
 
det

K′

→    
↓
K′∗

 

Definition 3.16.3. A hom-set of objects a and b in a category C, HomC(a, b), consists of all 

arrows in the category with domain a and codomain b, measured in a desired way. 

As is done in Categories for the working mathematician, by S. Mac Lane [ML98], we can 

define a category in terms of hom-sets.  

Such a category is given by 

 (i) A set of objects, a, b, c, ... 

 (ii) A function assigning to each ordered pair of objects <a, b>, a set Hom_(a, b)  

 (iii) For each ordered triple of objects <a, b, c>, and writing as we do from left to right 

       for composite functions, a function 

 Hom_(a, b) × Hom_(b, c) → Hom_(a, c) 

       called composition 

(iv) For each object b, an identity element 1b = Hom_(b, b), 

where (i) to (iv) satisfy the unit and associative axioms of definition 3.8.1, and also an axiom 

that is sometimes omitted 

(v) (disjointness) if <a, b> ≠ <c, d>, then Hom_(a, b) ∩ Hom_(c, d) is the empty set. 
 

 

 

 

            (6) 

 

 

 

     Set D           Set E 
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Our notation, writing left to right, uses Hom_(a, b), which induces composition from left to 

right, but other authors use Hom (a, b), using composition from right to left. 

Mac Lane looks at HomC(d, e) in terms of the number of arrows from d to e. If d is the number 

of arrows in the domain of C and e the number in the codomain, for each instance of e, adding 

all arrows in C gives d arrows, thus the hom-set quantified as the additive sum of all arrows is 

ed. This is not a usual interpretation of HomC(d, e). 

In the cograph diagram above, if D has d elements and E has e elements, then the combinations 

of arrows from D to E is ed.  As shown by induction on mapping ed to its expansion e.ed – 1, this 

is an exponential function, since the number of arrows from the first element of D to E is e, and 

there is no overlap between this element and the set of the remaining d – 1 elements. Thus we 

can express an extension of category theory in terms of exponentials, which are nonassociative. 

This gives the usual interpretation to HomC(d, e). 

The functor Hom_(d, e) ↔ ed is a dual map, reversing the order of d and e, so we say that it is 

a contravariant functor. It may be generalised to the functors Hom_(d, e) ↔ ed, and further to 

Hom_(d, e) ↔ e n| d or Hom_(d, e) ↔e |n d. This gives rise to a bijection from associative 

multiplication in ed to nonassociative exponentiation in ed, provided that under composition 

parentheses are nested in only one way. We have considered Hom_(d, e) as a general function 

on its arrows. This function can be expressed in the canonical suoperator form of section 8. 

Since this nesting is unique, the bijection continues to apply. 

A notation is to omit either d or e as Hom_(d,  – ) or Hom_( – , e). Then the relation (ec)d = e(cd) 

may be expressed using the functor Hom_(d,  – ) from d to everything, and say (ec)d/(cd) = (ed) 

by using Hom_( – , e) from everything to e.  

 

3.17. Universals. 

In category theory a good example, that is an example which has all the features of the general 

case, becomes a ‘universal’, described by a set of maps. The description is technical, but we 

will find when we discuss Birkby’s theorem in chapter VI, which states in general terms that 

algorithms to find the solution of polynomial equations always exist, and extensions of this 

idea to show that consistent problems are decidable, we will find the idea very useful. This is 

because category theory can be used to describe in algebra what we mean by a symbol, which 

is a generic object usually in a field, or representing a matrix, and symbols correspond to an 

instance of the categorical idea of a universal object. The search for representing objects, and 

hence for universal data, lies at the heart of modern algebraic topology, algebraic geometry and 

category theory. The reason we will find these universals useful in Birkby’s theorem is that 

individual symbols used in algebra can represent an infinite number of objects, but what we 

need to prove in Birkby’s theorem is that for a finite number of symbols representing possibly 

an infinite number of objects, we can get a finite solution method to a particular problem. 

Definition 3.17.1. Let D be a category, d ∊ D and H: D → mSet be a functor, with e ∊ H(d). A 

universal object of the functor H is a pair <d, e>, so that for every pair <x, y> with H(x) = y, 

there is a unique arrow f: d → x of D with y = (H f)(e). 

To give an example, we have seen that an equivalence relation, defined in chapter I, section 4, 

which we will denote by E, provides a partition of a set S into equivalence classes. The quotient 

S/E consists of the equivalence classes of elements of S under E. Form the projection p: S →
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S/E. We can interpret this as that a function f on S respecting this equivalence relation could 

be thought of as a function on S/E.  

More exactly, <S/E, p> is a universal object for the functor H: mSet → mSet giving to each set 

X the set H(X) of all the functions f: S → X for which sEs′ implies fs = fs′, shown in the diagram 

below. 

         S     
p
→   S/E 

                        =         f '        (7) 

      
↓
S
    
 
f
→
     ↓
     X

 

 

Universal objects are a special case of universal arrows. An example of a universal arrow is 

the basis of a vector space with arrows linear transformations over a field of scalars K. For the 

forgetful functor F: 𝐕𝐜𝐭K → 𝐦𝐒𝐞𝐭 sending each vector space V to the set of its elements, there 

is a vector space Vx with X as the set of basis elements. The function which sends each x ∊ X 

into the same x, thought as a vector VX, is an arrow u: x → F(VX). For any other vector space 

W, it is a theorem that each function g : x → F(W) can be extended to a unique linear 

transformation f : VX → W with g = (Ff )(u), which describes the idea of a universal arrow. 

Definition 3.17.2. Let L: P → Q be a functor, with an object q ∊ Q. A universal arrow from q 

to L is a pair <t, u> consisting of an object t of P and an arrow u: q → L(t) of Q, such that for 

every pair <p, g >, with p an object of P and g: q → L(t) an arrow of Q, there is a unique arrow 

f: t → L(p) of P, with g = (L f)(u).  

This means that every arrow g to L factors uniquely through the universal arrow u, as in the 

commutative diagram 

         q   
u
→   L(t)              t 

                        =         L(f)   f      (8) 

        
↓
q
  
 
g
→
    ↓
    L(p)

  
↓
p

 

It can be shown that good examples which we have called universals exist for mappings in the 

special case of set theory, given by the Yoneda embedding, which expresses category theory 

in terms of hom-sets, in other words, left nested exponentials.  

A more general setting for the Yoneda embedding is the Yoneda lemma. A philosophy behind 

the Yoneda lemma is that it connects and steps down the world of functors to the world of 

morphisms, perhaps related to the Dutch saying “tell me how you relate to everything, and I 

will tell you who you are”. The reader will realise that we think that category theory misses out 

on the information about states. In terms of the Dutch saying, we would say it does not relate 

to our inner being, only our behaviour.  

Not only is this a mistake, it is the greatest mistake in mathematics. It defines what exists 

operationally, as if inner states had no relevance. It is characteristic of behaviouralism, which 

is a nonsense, because it defines behaviour as all that is there, and consciousness is irrelevant. 

But we know as humans that consciousness is one of the prime characteristics determining 

behaviour. It is a feature of logical positivism, which is again a fundamentally wrong idea, that 

since science consists of observations, all that the world consists of is what we observe. But it 

is very apparent that such a view does not give a coherent or meaningful explanation of why 

the world is there. The reason we observe things is that we have states, and these states 

transform. If we deny the existence of states, we are mad. The consequence of this thinking is 

that it seems inevitable, that in the quest to find machines that can interpret meaning, we will 
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have lost the idea that even if we have receptors to detect, say, light, and transformational 

processes that are superior to any human in interpreting this information, including and 

exceeding the ability to form concepts derived from this, it may well be the case that, in the 

sense we recognise it, these machines have no consciousness at all. We do not know exactly at 

this point of time what our consciousness consists of, but it clearly includes in some sense or 

other, the physical, biological and chemical states of which we are made. If we insist that the 

operational definition of what is desirable, as some externally constructed idea, say derived 

from the ability to survive, then we will have eliminated from consideration the existence of 

our very being as something that is relevant as an issue for survival. But our inner state does 

have significance, it exists in animals in various forms, and if some machine decides to 

eliminate this for some rational reason as not satisfying some conceptual criterion, not only 

will we have eliminated the human race and other creatures on this planet, but we will have left 

as our heirs machines with possibly no consciousness at all, and possibly, except in a 

conceptual sense of the transformations within their silicon chips, no idea of consciousness 

either. 

Example 3.17.3. We have stated that every representable theorem in category theory (although 

we have not defined here what we mean by representability) can be turned into a cotheorem by 

reversing arrows. The co-Yoneda lemma has an interesting consequence that every model can 

be specified by generators and relations. 

Example 3.17.4. Is there is any universal example for the Dedekind-MacNeille construction 

of chapter II, section 6? To answer this we first review some things we said there about lattices. 

Lattices have implementations under + (least upper bound = join, greatest lower bound = meet), 

where the distributive laws 

 a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c) 

and 

 a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c) 

hold, and under × (least common multiple = join, greatest common factor = meet). In this latter 

case, as we have shown in chapter II, section 5, the distributive laws do not always hold. As 

we showed there, the only lattice for a ring, which has + and ×, is a dependent probability logic 

with probability P(a) = a, with join a ∨ b = a + b – ab, unless we are looking at a ∨ a = a and 

for meet a ∧ b = ab, unless we have a ∧ a = a. In sets the distributive laws hold, so at most if 

we have + and ×, the model of it must be a dependent probability logic if we are using sets. 

If we look at the example diagram given in chapter II, section 6, describing the Dedekind-

MacNeille construction, this is not a lattice but a multilattice. In order to consider whether a 

universal example exists for this construction, we must extend the ideas of functions, which we 

have employed in the Yonda embedding and Yoneda lemma, to multifunctions. We have done 

this at the end of chapter II, section 18. We replace a multifunction f from a set x to f(x) by a 

bijective mapping from the multiobject bouncing set B(x), forming a partition of the domain 

of x, to the codomain f(B(X)). 

To a multilattice with more than one meet and join for a and b, we apply the Yoneda embedding 

using a function on bouncing sets. This provides a universal for the multilattice in terms of sets 

and thus for a dependent probability ring with P(a) = a. The Yoneda embedding is a universal 

example for the categorical Yoneda lemma, so there is a categorical universal for multilattices. 

We could show this directly, since multilattices are implemented as posets representable by 

arrows, their combinations by graphs, and graphs are representable by categories. 
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The Dedekind-MacNeille construction appends nodes to a multilattice to form a lattice. The 

construction kills all multilattice instances. Since a lattice can be implemented as a dependent 

probability ring directly, by the Yoneda lemma this construction provides a universal in mSet, 

and again via the Yoneda lemma, as a category.  
 

3.18. Posets, lattices and graphs. 

A general idea is that sets can be given an ordering, >. If for elements {a, b} a < b and b < a 

implies a = b, then the order is called a partial order, and a linear order if for all elements we 

have a < b, b < a or both.  A partially ordered set is sometimes called a poset. 

A maximal element, m, in a subset S of a poset satisfies for all s ∊ S, that if m < s then m = s 

(thus there is no m < s). Minimal elements are defined substituting > for <. Unique maximal 

elements need not exist. For example a fence consists of minimal and maximal elements only. 

The arrow functions defined by inclusion A ⊆ B ⊆ C and the reverse arrow functions defined 

by restriction C ⊇ B ⊇ A form posets. 

This above discussion means that suoperators can be expressed in terms of Ξ category theory, 

which drops the associative axiom, and for computations introduces an operation in the 

canonical form described. Suobjects of arbitrary degree can be represented by a binary object. 

This binary object is a mapping of mappings (a functor). There exists an interpretation system 

in which Ξ category theory is represented by graphs, indeed it defines them, since there is a 

mapping from canonical form in n| or |n to n-1| or respectively |n-1, so that an iteration of such 

maps reaches multiplicative and additive theory describing the metric structure of a graph. The 

inverse mapping then defines sugraphs. So all the features of ‘abstract nonsense’ (category 

theory) can be used.  

 

3.19. Adjoints and other constructions. 

Equalisers, a fancy name for the zeros of a function, where this function can be described as 

the difference between two functions, when these two functions become equal, can be used to 

define the values of suvarieties. Below are shown two functions. Their equaliser is their 

intersection, 

 

  f(x), g(x) 

 

            (9) 

         x 

so an equaliser is a mapping described by two maps. 

The noncommutative properties of ordered groups can be expressed in more general mapping 

terms as ‘adjoint functors’, where a functor is a mapping of categories. In developments that 

come later we will extend these groups to rings, matrices and to nonassociative structures. 

In detail, for two categories C and D and two functors, written F: C → D and G: D → C, with 

two morphisms of functors (natural transformations) 

 ε: FG → 1C  and η: 1D → GF, 



1/03.27 
 

called respectively the counit and the unit (remember we consider anomalously composition of 

functors from left to right, but not all authors adopt this notation), with identity natural 

transformation 1F given by 

 F
εF
→ FGF

Fη
→ F, 

also written left to right, and identity natural transformation 1G given by 

 G
Gε
→ GFG

ηG
→ G, 

Then we say that F is left adjoint to G (written F ⊣ G) and G is right adjoint to F. The identity 

natural transformations satisfy 

 1F  =  εF_Fη 

 1G  =  Gε_ηG. 

 

The above discussion may be expressed in terms of hom-sets. An adjunction between 

categories C and D is a pair of functors F: C → D and G: D → C, and a family of bijections 

 homD(XF, Y) ↔ homC(X, YG) 

natural in all objects X in C and Y in D. Then F is called a left adjoint functor and G is called 

a right adjoint functor, for which F is left adjoint to G is written F ⊣ G. 

In terms of left nested exponentials, taking care to keep the order of terms, because X_F is 

defined, but F_X is not, this family of bijections is 

 (Y)X_F = (Y_G)X, 

so from the properties of left nested exponentials 

 (YX)_F = YX_GX, 

which by an abuse or extension of notation we write as 

 GX = (YX)_F – 1.   

We have defined the dual of X as Xop. Then 

 (GX)X
op
= G = YX_(F − 1)_X

op
.                  (14) 

We may agree that this relationship can act as a description of a large number of mathematical 

operations, but I do not see at the moment that it is in a highly amenable form for calculation. 

However, we can express (14) in the form 

 logYG = X_(F – 1)_Xop, 

so that the existence of two variables on the left could equally be represented by substituting 

variables Y′ and G′, or better, a single variable. In this form we recognise the right hand side as 

similar to an inner automorphism, to be introduced in chapter V on group theory.   

To give a further example, 

 

3.20 Comma categories and superstructures. 

3.21. Toposes and sutoposes. 

Sets, which are particular types of mathematical objects, can be given a general categorical 

description in terms of mappings, called a topos, and suitable toposes can replace the category 

of sets as a foundation for mathematics. They were originally introduced from the consideration 

of sheaves, which are general sets having local differential structure defined in terms of open 

sets, and were used by Grothendieck in an attack on the Weil conjectures. They were later put 

on an even more general categorical footing by Lawvere and Tierney.  

Definition 3.21.1. A presheaf on a category C is a functor F: Cop → mSet. 
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A sheaf, usually denoted by F from the French ‘faisceau’ with the same meaning, describes a 

class of functions on a topological space X. These may be continuous or differentiable. The 

sheaf is described locally in open neighbourhoods of each point x ∊ X in terms of functions Fx 

defined in these neighbourhoods. For all x, the sets Fx can be pasted together, so that Fx varies 

with variations of x in a continuous or differentiable way. 

For example, if we were to choose continuity as the criterion, then this pasting together of open 

neighbourhoods U in X can be defined locally by the properties of functions f: U → X 

(i)  (Locality) If f: U → X is continuous and V ⊂ U is open, then the function f restricted 

      to V is continuous. 

(ii) (Gluing) If U is covered by open sets Ui, and the functions fi: Ui → X are continuous 

      for all i ∈ I, where I is an index set, then there is at most one continuous f: U → X 

      with restrictions to Ui for all i. This f exists if and only if the overlaps match, so that 

      for every x ∈  Ui ∩ Uj, fi(x) = fj(x). 

Let C(U) be the function which assigns each open U ⊂ X the set of all continuous functions on 

U. We have seen that if inclusion is covariant, then restriction is contravariant. If 𝒪(X) is the 

category with objects all open sets U of X, and arrows V → U the inclusions V ⊂ U, then this 

means that the assignments 

 U → C(U), and {V ⊂ U} → {C(U) → C(V)} by restriction              (10) 

define a functor C: 𝒪(X)op → 𝐦𝐒𝐞𝐭. 

We can rephrase this as saying that a sheaf is a presheaf on a topological space satisfying the 

locality rule (i) and the gluing rule (ii). 

Concerning property (ii), for an open covering U = ∪ Ui and an i indexed family of functions 

fi: Ui → X, then i is a member of the product set ∏ C(Ui)i , whilst the assignments {fi} → {fi} 

restricted to Ui ∩ Uj and {fj} → {fj} to Ui ∩ Uj define two maps, p and q, of I indexed sets to 

{I × I} indexed sets, given in the equaliser diagram 

 C(U)
e
→∏ C(Ui)i

p
→

q
→
∏ C(Ui ∩ Uj)i, j .                 (11) 

Here e is the universal map which is the equaliser of the maps p and q. 

The axiom of consistent choice holds for sets in mZFC (the consistency requirement here is 

sometimes described by the statement that the sets are well-pointed) and the natural numbers 

given by the Peano axioms satisfy their properties. Additional to these items is the topos idea. 

In order to define the notion of a topos, we need to define in categorical terms how we assign 

the values true and false to statements, and their mappings to sets or toposes. So that we can be 

sufficiently general, and be able to describe branched spaces in terms of probability logic and 

the multivalued logics of volume II, we now proceed to give an account of this. 

The simplest example is when there are only two values, as in Boolean logic with true and 

false. Then the characteristic function of a subset S ⊆ X is a function φS: X → {0, 1} on X with 

values 

 φS(x) = 0 if x ∈ S, otherwise φS(x) = 1 if x ∉ S.               (12) 
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This may be expressed in the diagram 

         S     →    1 

                        m         t                  (13) 

      
↓
X
    
 
φ
→
    ↓
     Γ

 

where the top horizontal map is unique map to the object 1, m and t are monomorphisms, and 

the set Γ contains in this instance the values {0, 1}. 

To generalise, the set Γ could contain, say {0, 1, 2}, etc., or be any arbitrary set. The map t is 

the subobject classifier for the objects in this category. 

A topos has at least the following properties 

 (i)   It has a subobject classifier. 

 (ii)  It is always possible to form from it a finite number of Cartesian products, 

       equivalently of ordered sequences, or ‘finite limits’ 

(iii) The category in which it resides is described by hom-sets (which are associative). 

With successive restriction, let Y be a zargon subox (or real or transnatural) ladder number. 

A sutopos has at least the following properties 

 (i)   It has a subobject classifier ∊ Y. 

 (ii)  It is always possible to form from it a number y ∊ Y of Cartesian products, 

       equivalently of ordered sequences, or ‘y limits’ 

(iii) The category in which it resides has the number of its objects and arrows described 

       by superstructures (which are nonassociative) with coefficients in Y. 

 

3.22. Kan extensions. 

Integration and differentiation of these ordered groups can be introduced as ‘Kan extensions’. 

Since we can differentiate and integrate exponentials, it follows that we can perform the same 

operations on the number of combinations of arrows, or even, it turns out, on the arrows 

directly, via mappings from the combinations of arrows to the arrows themselves. This theory 

is within category theory and uses hom-sets rather than general exponentials.  

Those readers wanting more information on adjoint functors and Kan extensions are referred 

to [ML98]. Some category theorists do not distinguish between hom-sets and exponentials. 

Thus we see that we can express a large number of mathematical concepts using category 

theory. Although it may be interesting to compare categorical proofs with other methods, in 

what follows we will often avoid such an approach. Category theory may be used to ask 

questions about foundations, but its cumbersome notation is inappropriate to find answers. 

When these answers are found, it may be possible to retrofit them into a categorical framework, 

where meanings have to be explicitly given by examples. This indicates there is something 

wrong with the categorical idea, specifically in the way it can be applied. It is much easier to 

work with universal examples than category theory itself. Only when we become acclimatised 

to the idea that a universal example is the same as the categorical representation does the pursuit 

of this approach gives productive results. 

Because category theory requires effort to come to grips with its notation and the meaning of 

its abstractions, if this language is not assimilated, the expression of ideas in it becomes 

alienating. To put it another way, the notational inconveniences of category theory give rise to 
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abstract confusion theory and the second incomprehensibility theorem. Confusion is described 

by a map from a correct line of reasoning to an incorrect one. Its dual map is understanding. 

We do not develop these ideas further, but note that advanced research into metaconfusion, a 

confused way of thinking about confusion, has been extensively applied in sociology. 


